Chapter 8

The illusion of pluralism

Regulatory aspects of equality in the new media

Judit Bayer

This chapter examines some normative regulatory aspects of furthering equality in the media. From the perspective of legal regulation, equality is a normative concept that is dependent on many social and economic factors. Legal regulation alone may achieve only limited results in this area. This chapter focuses on various aspects of pluralism and diversity as factors that have the potential to advance equality in the media. To approximate this ideal, the efforts of all actors in society are needed, including the users themselves, journalists, state regulators and international policy makers. A new set of actors emerged in the era of Web 2.0 media: platform providers as facilitators and gatekeepers of spontaneous citizen communication. Equality in publishing and accessing information online raises issues regarding the rights and responsibilities of gatekeepers. The roles and responsibilities of these actors have not been crystallized yet.

Freedom of expression is one of the prerequisites of democracy. Deliberative democracies cannot operate without open, public discussion of social matters. To pursue valuable public discussions, access to public information is also needed, along with the possibilities and capacities to exercise these rights. Participation in discussions on common-interest matters must be wide enough and citizens need to be well informed to achieve a meaningful level of discussion.

The media traditionally did not provide the possibility for everyone to publish their ideas, and this produced regulatory theories regarding the responsibility of the media to be representative of all sides in society, which became part of the concept of media pluralism. The traditional media structure functioned as an automatic filtering mechanism: only views that withstood the scrutiny of editors (and other participants in the process, including media owners) could be published. The content was mostly created by media professionals, such as journalists and cameramen, or at least coordinated by studio anchors. In many ways, the content became more relaxed, spontaneous and perhaps entertaining, and in retrospect it is clear that the mediated content rep-

1. In this paper, the audience of various types of media, including viewers, listeners, consumers, readers and so on, will be called "users" generally.

resented the elite’s opinions and positions. Even if it targeted non-elite social groups, it was mediated and filtered through the lens of a financial and/or intellectual and, in some cases, political elite.

In contrast, social media allow everyone – without filters and mediation – to express their voice in writing, pictures and videos. No educational “census” or media literacy are required: in fact, even a small child can create a video and upload it on Facebook with three taps on a smartphone. This creates vast potential for equality with respect to participating in public discussion, and cyber-optimists indeed dreamt of a global participatory democracy without central governance (Barlow, 1996).

The reality is sobering: there are many voices, but there is not one big audience (McQuail, this volume, chapter 2). The scope of attention is limited, and non-transparent algorithms and filter bubbles influence the consumption of media content (Sunstein, 2009). Under these conditions, the established (mainstream) media’s role in selecting the voices that it deems worthy of representation is even more important. Because of the so-called network effect (Barabási, 2002), also called the “Hollywood effect” by Karol Jakubowicz (2015), the greater prevalence particular content has, the more attention it will acquire, growing like a snowball. The voices that are already popular will be amplified, while others may vanish. What is more, entering the “attention” market becomes difficult despite the low costs of publishing (Barabási, 2002; Jakubowicz, 2015).

The new structure of public discourse has yet to be studied. A new cause for concern is the emergence of organized political manipulation disseminated online by way of disinformation and populism (Engesser et al., 2017; Martens et al., 2018; Russell, 2016). Such manipulation exacerbates the existing inequalities in media literacy as well as cultural and economic capital and targets the most vulnerable online audiences to cause social tensions in democracies (Lessenski, 2018). Planting the seeds of hostility, democratic societies are thereby threatened with political turmoil and decline in the protection of human rights (Agarwal et al., 2017).

The relationship between media pluralism and equality

A strong correlation can be established between the discourse on media pluralism and that on inequalities. When examining the constituents of media pluralism, several elements can be distinguished: diversity of media outlets, media genres and representation as well as access to publication by minorities and diverse social groups, political independence and concentration of media ownership.

In one approach, media pluralism can be divided into three layers: macro, meso and micro. The macro layer is the level of ownership, the meso layer refers to the regulatory and other public organizations on the media market and the micro layer means the plurality of content (Czepek et al., 2009: 46). In the new media environment, research has shown that a new aspect of pluralism has emerged and become relevant: exposure
to diverse content (Helberger, 2011; Napoli, 2011). Exposure is dependent partly on the selective choices of the user and partly on the algorithm that selectively recommends content to the audience (see below for more detail) (Möller et al., 2018). The issue of exposure diversity has been widely researched (Helberger, 2011; Hitchens, 2011; Napoli, 2011). This aspect of diversity assesses the diversity of the content actually accessed by the user from the plurality of choices. Therefore, the pluralism of access, or exposure diversity, could be introduced as the fourth layer of pluralism, in addition to the existing three elements. From this perspective, the third and fourth layers show the extent to which users actually access diverse content, whereas the macro and meso layers are tools to achieve this end (McQuail, 2000; Van Cuilenburg, 2000).

Describing the macro and meso layers as “tools” does not mean that they are not equally important preconditions for realizing a diverse media offer and equal access to content. However, equality in the media – equality of access to content and of the chances to be heard – can theoretically exist without plurality at the ownership and regulatory levels but not without plurality at the content and access levels. The former has been observed in rare cases, for example when a responsible content policy of the dominant media outlets – whether commercial or public – ensures diversity of content, without the plurality of the market itself (Dobek-Ostrowska, 2012). Still, as Edwin Baker held, relinquishing the claim for market plurality would be a luxury: “source diversity – effectively ownership dispersal – is directly, substantively central”. Baker adds that, even if there is no evidence that the output of content is always more divergent with diversity of ownership, having a concentrated media ownership structure is a risk that “no democracy should afford. Commonly, commentators (wrongly) believe that the ultimate concern must be content and viewpoint diversity – with other differences being merely instrumental to this goal” (Baker, 2006: 15). While all layers of pluralism increase the likelihood of promoting equality in the field of media, they may still be insufficient in fully ensuring equality.

The media studies literature distinguishes between external and internal media pluralism. External pluralism describes the nature of the entire media system within a certain market (or society). Internal pluralism may refer to the balanced content of a certain medium: namely that it represents a broad variety of viewpoints, is impartial and does not bend to one specific opinion or position (Czepék et al., 2009: 47). However, in a converging media environment, these distinctions are becoming blurred as the units of examination become unclear. For example, a broadcaster – even one that is public in nature – may publish several thematic channels (Jakubowicz, 2015: 43).

The Centre for Media Pluralism and Media Freedom at the European University Institute has developed and uses a set of indicators to measure the level of media pluralism in European states. In the first year, the indicators were cultural diversity, geographical diversity and diversity of media types and genres. In subsequent years, however, these were replaced by a single indicator of social inclusiveness. Social inclusiveness is composed of the following measures: access to media for different social and cultural groups and local communities, availability of media platforms for
community media, access to media for physically challenged people, centralization of the media system, universal coverage of the public service media and the internet, and media literacy. All of these factors contribute to the realization of equality.

Through qualitative questionnaires, the research measured how the values mentioned have been realized in various countries. The best score was achieved in the realm of “access to media for the physically challenged people” and the lowest (highest risk) in the realm of “media literacy” (Centre for Media Pluralism and Freedom, 2018). The study delivers quantified data based on the questionnaire and thus makes the level of pluralism across European countries visible and comparable.

The role of regulation in fighting inequality in the media

Media regulation cannot tackle all the elements of pluralism equally. While ownership concentration and regulatory bodies have been traditional objects of regulation, content and access especially are more difficult to influence with state instruments. It could be argued that, if the “hard” part of pluralism – the technical conditions for a diverse offer – is ensured, the “soft” part – content and access – has a much better chance of ensuring equality of access to content, including online content. Equality of internet access includes the capacity to upload and download content without discrimination.

Pluralism regulation (macro level)

National media regulations at various levels can ensure diversity of ownership, sources and content. The following statements are based on a study carried out in 2016 on six member states of the European Union (EU). Most of the states studied have specific rules limiting ownership concentration in the media, while others have only general competition law regulations (Bulgaria). A tendency of liberalization can be observed in some states (France and Hungary) in the form of policy aimed at helping the industry to flourish under declining financial circumstances. Although cross-media concentration is regulated in most countries, diagonal or conglomerate ownership concentration is generally unregulated (Meier & Trappel, 1998: 41, 42). In the context of this study, diagonal or conglomerate ownership concentration is understood as the intertwining of media enterprises with other industrial or business sectors. These sectors are most typically related to construction but also include banking, energy, tobacco, postal distribution and defence. As all of these economic activities are connected to strategic state policies or the state budget, such ownership concentration puts the political independence of the partner media enterprises into question (Bárd & Bayer, 2016: 56, 91).

---

2. Bulgaria, Romania, Poland, Hungary, Italy, France and Greece. For the selection criteria, please see the original study: Bárd and Bayer (2016).
One tool to prevent media concentration is merger control, which is exercised by either the media regulatory authority or the competition authority or by the two authorities in a combined procedure (Hungary) (Bárd & Bayer, 2016). Beyond the ownership of media enterprises, the concentration of media distributors can also be regulated, for example with cable and internet service provider (ISP) companies. This field is relatively concentrated in most states, with no more than three or four big companies dominating a market, often with a local monopoly limiting the choices of consumers (Bárd & Bayer, 2016).

The internet content market is more diverse and typically has a “long tail” (Anderson, 2010) in the sense that innumerable small content providers add colour to the online scene. Traditional big media companies tend to have strong positions in the online content market as well, but overall the competition is stronger.

While several European states have rules against ownership concentration in the media, this does not prevent inequalities in media representation or in access to the media. In addition, even though the media market is becoming increasingly international, the regulation of anti-concentration remains national. This is almost ironic in the context of the European common market, where competition law falls exclusively under the competence of the European Union. How is it possible that no common pluralism rules have yet been passed? Although the issue has repeatedly been put on the agenda (Bárd & Bayer, 2016: 24-31), none of the initiatives have resulted in legislative action – even though the Commission had concrete plans to issue a Communication as part of a three-step strategy (European Commission, 2007). The possible reasons for this are manifold.

First, any regulatory change restricting media concentration will obviously disadvantage the media incumbents and their political allies. Hence, change depends largely on political interests and not only on rational arguments (Collins & Cave, 2013: 312). However, defining the interests of the stakeholders is not a straightforward exercise: the political, economic and public interests in the field of media freedom and pluralism within the EU make for a complicated mix.

Second, basic questions are disputed not only at the political level but also in scholarship. No generally valid benchmark can be established to define the desired level of concentration. Concentration can be measured in relation to several aspects: vertical and horizontal concentration, cross-media concentration and diagonal or conglomerate concentration. There is no scientific consensus about the ideal situation, which also differs according to the population, market size, GDP and cultural traditions (Iosifidis, 2010).

Ideally, a common European regulation should be based on a common standard for assessing concentration. However, the chances that states will agree on which model to use are slim: the audience share model, the market share model, the license holder share model, the capital share model or the revenue share model? Further issues need to be settled as well, such as the scope of anti-concentration measures, the criteria used to define the thresholds and the enforcement procedures and mechanisms limiting
the number of licenses or imposing a ceiling on the total number of shares that can be controlled by a single person or company, limiting the market share, and so on (Nikoltchev, 2004; Valcke, 2009). States are also divided over the issue of restricting media ownership of political parties and organizations.3

Media pluralism lies at the intersection of economics, law and social science. In the field of regulation, it touches on competition law, state aid and market regulation but also on cultural policy and, crucially, fundamental rights and democracy. Even the incentives for regulation are contradictory: the European Commission wants the EU market to be globally competitive with the transatlantic media industry; this would require strong private actors, which would not support diversity. Some member state governments, however, prefer to maintain smaller companies out of fear of competitors in political influence. This creates a highly complicated network of conflicting interests, often with contradictory expectations (Bayer, 2018).

As if this was not enough, digitalization causes dramatic transformation in the media market, a process that makes the industry a moving target; the convergence of media platforms, the interrelations of international markets and the hardship in defining substitutable products complicate the definition of the legally relevant market.

Regulatory bodies and public service media (meso level)

Traditionally, the role of regulatory bodies was to distribute frequencies and ensure that the content of electronic media was lawful and diverse. In the age of abundant digital cable channels, the power of regulatory bodies became more limited: they distribute frequencies on the radio market and regulate the distribution of television channels. In this role, regulatory bodies should take the issue of equality into consideration, and most states do impose must-carry obligations on their distribution networks. The European Union’s (2002) Universal service directive requires that such obligations may only serve legitimate public policy considerations or general interest objectives where the interest of access by disabled users is explicitly mentioned.4 State regulation of public service media can be listed at the meso-level layer as an entity with a defining presence in the media market.

According to the original public service ethos, public service media is the branch that serves the ideals of equality best: it must represent societal minorities, be universally accessible and ensure a high moral and professional quality. However, in some member states of the European Union, public service media still carry the characteristics of public service media under authoritarian regimes, operating under

---

3. Some countries (Austria, Belgium, Bulgaria, Denmark, Germany, Greece and Hungary) exclude political actors from acquiring broadcast licenses or impose obligations of political independence on broadcast organizations, while others (Cyprus, Finland, France, Italy, Sweden) do not impose such restrictions at all. In Malta, the three political parties all own their own radio stations and the two largest parties even own their own television station. See Valcke (2009: 26).

4. See Article 31 and preamble 43 of Directive 2002/22/EC.
government pressure and lowering their professional standards to serve particular political interests (e.g. Bulgaria and Hungary).

From the 1990s, the European Union started to regard media services as economic services, which led to the recognition of public service broadcasting as being dependent on state aid. State aid is, however, generally prohibited in the EU by the Treaty on the functioning of the European Union (Articles 107-109 TFEU) (consolidated version, 2012) and allowed only under strictly defined exceptions. The European Commission issued a Communication in 2001 (updated in 2009) to interpret the EU legal approach to lawful forms of state aid (European Commission, 2009).

The resulting principles and requirements in relation to providing state aid in the European Union are respected in several states, including France and Italy, following encounters with the European Commission in this area (European Commission, 2005a, 2005b, 2008, 2010, 2013). Other countries, for example Hungary, Bulgaria and Poland, do not appear to take notice of the guidelines in the European Commission’s Communication on state aid to public service broadcasting (Bárd & Bayer, 2016). The specific issue of efficacy and transparency of financial management is widely regarded as problematic in many states, for instance in Romania but also in France (although the overall compliance with the Communication is better). Financial mismanagement, corruption or clientelism is often suspected. After the 2011 media reform in Hungary, public service broadcasting was reorganized and provided with adequate financing (approximately €268 million in 2016). Nonetheless, there is evidence of breaches of journalistic standards for the sake of disseminating untrue information for political purposes (Mérték Médiaelemző Műhely, 2015; Nolan & Walker, 2018). The Hungarian public service media (MTVA) are directly supervised by the head of the regulatory authority, directly appointed by the prime minister.

Public service television and channels that enjoy must-carry status are the primary news source for users in low-income, low-education areas who cannot afford subscription-based television channels. As a result, equality in regard to access to information is greatly influenced by the quality of these channels, as social groups with low financial and cultural capital do not have access to subscription-based television services or printed press, or even internet access in some cases. Therefore, social equality will be negatively affected if public service television and other must-carry channels are of low quality and politically biased.

5. “1. Save as otherwise provided in the Treaties, any aid granted by a Member State or through State resources in any form whatsoever which distorts or threatens to distort competition by favouring certain undertakings or the production of certain goods shall, in so far as it affects trade between Member States, be incompatible with the internal market” (Article 107(1) TFEU).
6. For more, see http://ec.europa.eu/competition/sectors/media/decisions_psb.pdf.
7. Article 136 Sections (6), (10), (11), (14) and (16) Mttv.
8. Public service radio is not discussed here. It should not be underestimated from the perspective of equality – however, it is not subject to EU regulation and is therefore omitted from this chapter.
Regulatory aspects of the content level of diversity (micro level)

The internet brought an expansion of publication possibilities that increased the chance for all would-be voices to be heard (McQuail, this volume, chapter 2). All potential content was brought into the home of the citizen – a diversity incomparable to that of television. Beyond that, it became possible to publish with very low entry costs in the form of intermediary platforms, such as comments, posts, blogs, pictures and videos. In addition, the culture of communication is getting increasingly visual, enabling the posting of content even by those who cannot read and the overcoming of language barriers. Each and every citizen became capable of participating in the public discussion, which appeared to contribute to the realization of the dream of full democracy.

The practically general access to the public sphere for all citizens even raises the issue of whether this access could even be regarded as a human right (Bayer, 2018).

The drawbacks are that many content threads are not relevant to the public discourse and that the scarcity of attention creates a new limit to participation. In addition, intolerance, hatred, populism and fake news have gained embarrassing popularity in this public sphere. As a result, democratic dialogues are hampered and democratic values and electoral processes become endangered (Russell, 2016; Wardle & Derakhshan, 2017). Although internet technology could enable the greatest realization of participatory democracy, we are witnessing online public communication leading to a decline in the functioning of democracy. A lack of scarcity and easy access create enough room for all content, even minority or local content, including independent, experimental media. This feature has recently been misused to spread disinformation and hateful messages for the sake of political manipulation. According to a research study, the most vulnerable part of the population to such manipulation is the same social group that has lower education, lower income and lower media literacy (Lessenski, 2018). The global inequalities described by McQuail are thus maintained, partly fuelled by the network effect (Barabási, 2002) that is generated by the great content aggregators and facilitators, such as social media platform providers and search engines that channel content directly to the users.

In the first wave of internet regulation, it became obvious that restricting unlawful and harmful content with the existing legal instruments is becoming increasingly difficult. The immense amount of content, the lack of borders and distance and the flexibility of communication – including the low investment required for republication and anonymity – made it close to impossible for state regulation to control the publication of, and access to, illegal content.

To date, some measures have consequently been invoked to facilitate the regulation of illegal content. China and other autocratic countries have installed a filter wall on all the internet traffic entering the country and constantly monitor all of it. The German approach opts for co-regulation by setting up a system that is consequently enforced within the country according to the principles of law and not disturbed by the fact that foreign information that is considered illegal in Germany is available anyway.
The recent legal approach by the Estonian and Hungarian national courts and by the European Court of Human Rights (Delfi v. Estonia, ECtHR, 2015; MTE and Index v. Hungary, ECtHR, 2016) as well as the proposed amendment to the AVMS Directive regulating online platform providers (European Commission, 2016, Art. 28) would outsource the task of regulation to platform providers that transmit third-party content. This has the potential to restrict the equality of citizens by restricting the possibility to publish ideas and creative content through the social media and intermediaries, for example in the comment sections. The restrictions imposed by the mentioned court decisions have led to the abolition of comment sections below articles in journalism (see more on the liability of platform providers below).

Regulatory aspects of access and exposure (micro level)

Even though the internet can offer a vast diversity of content, users are unable to enjoy the whole spectrum, because their time and attention capacity are limited. This scarcity restricts the perception of content; in fact, attention scarcity diminishes access to pluralistic content to an even greater extent than concentrated ownership (Helberger et al., 2015). In an age of overabundance of media content, media reception achieved greater equality in theory (McQuail, this volume, chapter 2). Access to online content is practically not limited by economic factors in the first world. However, the selection of media content largely depends on decisions made by the individual, limiting the diversity of content actually accessed. The selection is often not the result of rational deliberation but reflects the socioeconomic and educational status of the user and thus perpetuates existing inequalities (Prior, 2007). Users tend to favour content that confirms their prior beliefs and that is recommended by their acquaintances. In addition, content selection algorithms try to copy earlier selections made by users and offer content similar to what the users appear to have liked before. This keeps users in content bubbles (Napoli, 2011; Valcke, 2011). As shown, exposure diversity has a human factor (individual choices) but also a technological factor (algorithms and network speed).

Algorithms are neutral technology: their purpose is designed by their programmer. Currently, most algorithms are programmed to serve commercial purposes. They are praised for serving users’ interests, but, by remembering and amplifying users’ selection decisions, they isolate users from diverse sources of information. Users become confined to their “echo chambers”, fostering the development of extremism. Although some research results are controversial, there is evidence of group polarization or “cyberbalkanization” (Barberá, 2015; Dutton et al., 2017; Iványi, 2014; O’Hara & Stevens, 2015). While minority representation has better chances on the internet, such content has slim chances of being accessed by majority users. Rather than embracing the whole diversity of culture, numberless subcultures may develop and exist in parallel.

Because of the advances in visual communication, literacy is less of a requirement to access new media. However, a new barrier creates inequality within society:
knowledge of foreign languages. The internet brought the global media into the room of the citizen, but, for the illiterate or those who cannot speak or read English (or Chinese, the second-biggest language of the internet), the options remain severely limited (Miniwatts Marketing Group, 2018; Young, n.d.). Whether this inequality can be changed with translating software remains to be seen.9

Citizen publishing through new gatekeepers

Since about 2003, Web technology has reached a second phase that some have dubbed Web 2.0. Although the name has since faded, it characterizes a new stage in network development. The publishing of thoughts, ideas, facts and creative works through online platforms has become everyday practice, particularly for the young generation. Besides creating content, citizens produce technological tools, widgets and apps that communicate ideas and knowledge (DeNardis & Hackl, 2015: 768).

Equality of the media includes equal access to publishing through the media. Content aggregators and facilitators of content, however, have the power to amplify or suppress information that is published by various users. As a result, access to the audience is not equal but currently governed by these new gatekeepers, for example the social media platform providers and search engines that use algorithms to further their commercial interests. Current regulatory attempts try to hold these actors responsible for the content transmitted – thereby placing even more power in their hands.10 Under the German Network Enforcement Act and the proposed AVMSD Platform, providers would have the legal responsibility to prevent illegal and harmful content from being transmitted.

This chapter argues that the fundamental right to free speech would best be served if platform providers were obliged to remain neutral intermediaries and to make their content selection algorithms transparent – at least at the level of principles. The present regulatory developments provide the power (and responsibility) of discretion to these private, commercial entities, which are not supposed to have the discretion to make decisions regarding citizens’ content. Without disputing the necessity of regulating manifestly illegal speech, citizens would – under the currently proposed scheme – lack constitutional protection or redress against the removal of lawful content. It may appear practical for governments to “outsource” the burden and cost of regulation to private actors. Platform providers may also prefer this active participation rather than potentially being subjected to legal regulation (Brown, 2010: 7). Nevertheless, sparing the constitutional burden of restricting speech would almost certainly lead to over censorship without constitutional guarantees for citizens. From the perspective of

9. It should be noted that the internet has accelerated the globalization of cultures and communication and stimulated the language acquisition of internet users.

10. See Gesetz zur Verbesserung der Rechtsdurchsetzung in sozialen Netzwerken [Act on Network Enforcement] (2017) and Articles 28(a) and (b) of the European Commission (2016) Directive proposal. France passed a law against fake news in 2018, as did Italy.
fundamental rights, gatekeepers of public information and innovation would possess the power to restrict public discussion without being accountable to citizens. Currently, there are several interfaces through which gatekeepers exert direct power over online rights, such as privacy, freedom of expression and access to information (DeNardis & Hackl, 2015: 769). These private intermediaries have become vital components of the digital public sphere and practically exercise control of civil liberties. Their design and internal rules have direct implications for communication rights, such as access to information and freedom of expression. Their situation could be compared to that of shopping malls: “they offer free public access and a place to engage in expressive activities, they operate as a virtual public forum” (Peters, 2017: 1000). In the American free speech jurisprudence, it has been declared that shopping malls are similar to public spaces, even though they are privately owned; the same applies to company towns or their respective areas that are open to the public. As a result, the exercise of free speech enjoys First Amendment protection in these locations (Amalgamated Food Employees Union Local 590 v. Logan Valley Plaza, 1968; Marsh v. Alabama, 1946), although the case law is not entirely homogeneous in this sense (see more in Peters, 2017). Another analogy from American law could be the status of common carriers; social media companies are comparable to common carriers, because they serve as gatekeepers of citizen communication. The Web allows anyone to publish their content, but practically this is performed through platform providers (1), and no content can be found without search engines (2). This makes them comparable to common carriers; hence, they should be obliged to act neutrally and indiscriminately, similarly to ISPs, which provide access to internet traffic. Nevertheless, recent turmoil in the field of net neutrality in American legislation shows that this debate has not been settled yet (Finley, 2018). In addition, the practice of the European Court of Human Rights is contradictory (Appleby & others v. the United Kingdom, ECtHR, 2003).

Conclusion
The changing media environment has improved the potential for two important aspects of media equality: publishing and accessing of media content. In recent years, negative side effects of this development have arisen. Despite the endless content, the new scarcity of attention hampers the fulfilment of the media’s democratic function. Although the variety of content has grown, so have the possibilities of selection. The engendered echo chambers reinforce and create new social clusters through media consumption, bolstering social inequality.

Legal regulation and policy in the field of new media are, so to say, in experimental phases: no stable principles of regulation have materialized, and the role of social media providers in particular has yet to be formed. Legislators have an eye on industrial competitiveness, on stimulating innovation and, to some extent, on respect for fundamental rights. Equality is not apparent amongst the objectives of regulatory plans.
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